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ABSTRACT 
A growing number of studies have sought to measure the effects of non-standard policy on bank 

funding markets. The purpose of this paper is to carry those estimates a step further by looking 

at the effects of bank funding market stress on the volume of bank lending, using a simultaneous 

equation approach. By separately modeling loan supply and demand, we determine how non-

standard central bank measures affected bank lending by reducing stress in bank funding 

markets. We focus on the Federal Reserve and the European Central Bank. Our results suggest 

that non-standard policy measures lowered bank funding volatility. Lower bank funding 

volatility in turn increased loan supply in both regions, contributing to sustain lending activity. 

We consider this as strong evidence for a “bank liquidity risk channel”, operative in crisis 

environments, which complements the usual channels of transmission of monetary policy. 

 

Keywords: Bank lending, non-standard policy, bank funding volatility 

JEL Codes: E58, G32, G21 
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NON-TECHNICAL SUMMARY 
In response to the 2007 financial crisis, central banks around the world resorted to a variety of 

standard and non-standard measures. There is a growing literature assessing the effects and the 

effectiveness of these measures, focusing on the non-standard part. We attempt to contribute to 

that literature, focusing on the experiences of the US Federal Reserve (Fed) and the European 

Central Bank (ECB). In particular, we are interested in measuring the effects of the class of so-

called bank based non-standard measures on bank lending in the two currency areas. 

In order to answer this question, we take a two-step approach. First, we investigate the 

relationship between bank liquidity risk and bank loans, focusing on loans to non-financial 

corporations in the euro area and commercial and industrial loans in the US. We model the 

supply of loans and demand for loans empirically and estimate the relationships simultaneously, 

controlling for bank recapitalization measures. This framework allows us to disentangle factors 

driving loan demand and supply. Secondly, we estimate the effects of bank based non-standard 

measures on bank liquidity risk, building our estimation on the bulk of the literature that focused 

on the effects of non-standard measures on bank funding rates. Combining the two steps allows 

us to effectively carry the previous literature one step further. We use monthly data. Our sample 

period starts in February 2004 and ends in May 2011.  

In our first step, we establish the link between bank funding market stress, measured by bank 

funding volatility, and bank loans. We interpret bank funding volatility as a measure of the 

banking system’s liquidity risk, after controlling for bank credit risk. We model loan supply as a 

function of the reservable and non-reservable liabilities as well as capital injections. 

Furthermore, we note that loan supply should be a function of the bank’s liquidity risk as well 

as the borrower’s credit risk. Meanwhile, loan demand is modelled to be a function of 

macroeconomic performance, which is captured by the growth rate of lagged industrial 

production index as well as the business confidence index. In addition, loan demand is specified 

to be a function of the bank’s and the borrower’s liquidity risk. In our simultaneous equations 

model, liquidity risk affects the supply as well as demand for bank loans, giving rise to an 

identification problem. Our critical identification assumption is that the supply of bank loans 

adjusts slower to elevated liquidity risk than the demand for bank loans due to the contractual 

nature of loan supply and pre-established lines of credit. This assumption is in line with 

empirical regularities observed during the financial crisis.  

Using the estimated relationship between bank loans and bank funding volatility, we then turn 

our focus to the link between non-standard measures and bank funding volatility. Most of the 

previous literature focused on the Euribor-OIS (overnight index swap) spread or the Libor-OIS 
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spread as a general measure of risk in money markets. In order to maintain a direct connection 

to the first step, we estimate the impact of non-standard measures on bank funding volatility, 

following an approach similar to one used in the previous literature (see e.g. Taylor and 

Williams, 2009, McAndrews et al., 2008, Wu, 2011).  

Putting the two steps of the analysis together allows us to measure the effects of bank based 

non-standard measures on bank loans. We find that there is a negative and significant 

relationship between bank funding volatility and loan supply in both regions. Turning to the 

effect of non-standard measures on liquidity risk, we find that measures taken by both Fed and 

ECB were effective in reducing bank funding volatility. Combining these two results allows us 

to measure the impact of bank based central bank measures on bank loans through their impact 

on liquidity risk. This mechanism, which we call the “bank liquidity risk channel” can be 

perceived as an additional channel of monetary transmission mechanism that works through 

stimulating bank loans by reducing the liquidity strains in the bank funding market during 

periods of elevated stress levels in financial markets. Our empirical findings suggest that such a 

channel exists. We find that most of the non-standard measures put in place by the ECB and Fed 

had a discernible impact on loan volumes, thereby supporting the transmission mechanism of 

monetary policy. The non-standard measures affected loan supply and demand mainly through 

their dampening effect on market and liquidity risk. In general, the derived quantification of the 

effects of the non-standard measures is in line with other research on the topic. Meanwhile, we 

find a stronger impact of the fixed-rate tender with full allotment procedure of the ECB, which 

was introduced in October 2008, relative to previous studies. 
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1 INTRODUCTION 
In response to the financial crisis that began in the summer of 2007, central banks around the 

world have increasingly resorted to non-standard policy measures. The non-standard policies 

have taken many forms, but all have tried to ease credit and liquidity constraints that ultimately 

might disrupt the flow of credit to the real economy. The Federal Reserve implemented a range 

of new lending facilities, often with a wider set of counterparties than before. The ECB changed 

the maturity profile of its already relatively large financing operations. It started to provide 

unlimited amounts of reserves in its auctions, and it began to purchase securities outright. Given 

the plethora of new tools to address the challenges of the financial crisis, it is natural to ask 

whether and how these tools worked. 

In this paper, we analyze the effectiveness of non-standard policy measures in affecting bank 

loans by reducing bank liquidity risk. Liquidity risk was a central concern among market 

participants and central banks during the crisis, reaching unprecedented levels, and much of the 

response of central banks can be seen as, at least in part, an effort to reduce this risk.  

We proceed in two steps. We first measure the response of bank loans to liquidity risk, 

discussing in detail the relative merits of available measures of liquidity risk. We then measure 

the effectiveness of policy measures in reducing banks’ liquidity risk, using the same metric. 

Combining these two steps allows us to measure the impact of central bank measures on bank 

loans by easing liquidity risk. We call this mechanism “bank liquidity risk channel”. It can be 

perceived as an additional channel of monetary transmission mechanism that works through 

stimulating bank loans by reducing liquidity strains in the bank funding market during times of 

elevated stress levels.  

There are a growing number of studies concerned with the assessment of non-standard measures 

in both the US (see e.g. McAndrews et al., 2008, Taylor and Williams, 2009, Wu, 2011) and the 

euro area (see e.g. Lenza et al., 2010, and Fahr et al., 2011, Gambacorta and Marques-Ibanez, 

2011). Most of these studies, however, have focused more narrowly on the effects of non-

standard measures on interest rate spreads, or they adopted a reduced form approach by directly 

relating proxies for non-standard measures with economic outcomes such as bank lending 

volumes. A third branch of literature investigates how the non-standard measures affected the 

risk exposure of banks (e.g. Black and Hazelwood, 2012, and Puddu and Waelchli, 2012). 

Puddu and Waelchli find that the Term Auction Facility (TAF) program in the US reduced the 

liquidity risk of the borrower banks. Our approach provides a natural link between the findings 

of Puddu and Waelchli and the effects of the non-standard measures on bank loans. Our findings 
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suggest that non-standard measures may have stimulated bank loans in part by reducing the 

liquidity risk.  

In order to separate fiscal from monetary policy, we distinguish between direct capital injections 

provided by national governments and non-standard measures (e.g. specific lending facilities) 

provided by central banks. Capital injections are expected to have a direct impact on bank 

lending. Central bank non-standard measures, on the other hand, are expected to affect bank 

lending either directly through the additional funds provided through these measures and 

incorporated into bank liabilities, or indirectly through their impact on bank liquidity risk. We 

thereby contribute to the growing literature on the assessment of non-standard measures by 

outlining and testing the specific channels through which the measures are thought to have been 

effective.  

The link between the policy measures and any measure of bank credit or liquidity risk is 

important because both types of risk matter for the transmission of monetary policy through 

their influence on loan volumes and prices. We provide ample evidence of this latter claim for 

both the euro area and the US. We find that most non-standard measures were successful in 

reducing bank liquidity risk and in doing so have significantly contributed to safeguard the 

transmission of monetary policy to the respective economies. A striking finding of our paper is 

that non-standard measures adopted by the Federal Reserve appear to have had a substantially 

higher impact on loan growth than the measures taken in the euro area. One plausible reason for 

this finding is the difference in monetary policy implementation frameworks at the start of the 

crisis in August 2007. The Federal Reserve started the TAF in December 2007, extending loans 

against illiquid collateral to banking institutions. In the euro area, by contrast, operations with 

largely similar features were already part of the standard policy framework. Another candidate 

explanation for the large difference is the pace of recapitalization of banks. While this process in 

the US was considered by and large complete at the end of 2009, the recapitalization of euro 

area banks was still underway. 

The paper is organized as follows. The first section provides a generic overview on the non-

standard policy measures adopted in the US and the euro area. The empirical analysis that 

establishes the link between market and bank liquidity risk and bank loans is contained in the 

first part of the following section. To show this link, we model the demand and supply of bank 

loans jointly and subject our findings to a variety of robustness checks. One gap in the literature 

that investigates the impact of non-standard measures on bank loans is that the demand for bank 

loans is usually not fully modeled. As a result, it is hard to distinguish whether the observed 

pattern of bank loans is driven by supply or demand factors. We fill this gap by modeling the 

supply and demand for bank loans in a simultaneous equations framework. We then proceed to 
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estimate the impact of the non-standard policy measures on different measures of bank liquidity 

risk. Finally, we obtain numerical estimates of the effects of the non-standard measures on bank 

loan volumes by reducing bank liquidity risk. These estimates allow us to conduct a simulation 

exercise to construct the dynamic path of bank loans in response to a change in the bank 

liquidity risk. 
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2 NON-STANDARD POLICY MEASURES IN THE US 
AND THE EURO AREA 

Central banks around the world have responded to the unfolding financial crisis with standard 

interest rate policy as well as with so-called non-standard measures. Since the beginning of the 

financial crisis, the Federal Reserve and the ECB have both decreased their respective key 

policy rates to unprecedented low levels. Additionally, both central banks have adopted a whole 

range of policy measures aimed at providing support to the transmission mechanism of 

monetary policy, taking into account the specificities of this transmission in the US and the euro 

area.1 

Non-standard measures can be broadly divided into those that are mainly bank based and those 

that aim to support specific financial market segments important for the transmission of 

monetary policy. Bank based non-standard measures typically aim at enhancing the liquidity 

support to the banking system, stabilizing the refinancing of banks’ business, thereby positively 

impacting on loan supply. In this paper, we focus on bank based measures and disregard other 

programs that were mainly aimed at supporting markets.2 We believe the focus on bank based 

non-standard measures is instructive as it allows us to better single out the role of banks in the 

transmission mechanism. This focus comes at the cost of not considering potentially very 

powerful non-standard measures like the Large Scale Asset Purchase Programs in the US, 

especially those aimed at supporting the mortgage market, and asset purchase programs, like the 

SMP, in the euro area.  

 

2.1 BANK BASED NON-STANDARD MEASURES ADOPTED IN THE US  

The two main bank based measures adopted by the Federal Reserve are the Term Auction 

Facility (TAF) and the Troubled Asset Relief Program (TARP). TAF was introduced by the 

Federal Reserve in December 2007. It provided term discount window credit to depository 

institutions through an auction mechanism. The auction mechanism and the lag between the 

auction and the receipt of the funds were intended to mitigate the perceived stigma associated 

with borrowing directly from the discount window. When bank funding markets began to 

                                                      
1  A complete discussion of the Federal Reserve’s credit and liquidity facilities and its reaction to the financial crisis can be found 

on the Board of Governors’ website: http://www.federalreserve.gov/monetarypolicy/bst.htm. The ECB’s reaction to the crisis is 
extensively covered in several Monthly Bulletin articles which can be found at a dedicated ECB’s website: 
http://www.ecb.int/mopo/implement/omo/html/index.en.html. 

2  Examples of such programs include the Securities Market Programme (SMP) of the ECB and the Term Securities Lending 
Facility (TSLF), Primary Dealer Credit Facility (PDCF), Asset-Backed Commercial Paper Money Market Mutual Fund 
Liquidity Facility (AMLF), Commercial Paper Funding Facility (CPFF), Term Asset-Backed Security Loan Facility (TALF) of 
the Federal Reserve. 

http://www.federalreserve.gov/monetarypolicy/bst.htm.# The


8 

normalize in early 2009, the Fed ended the TAF program (March 2010) and the remaining 

outstanding loans were allowed to run off as scheduled.  

Beginning in the fourth quarter of 2008, the Treasury used the capital purchase program (CPP) 

using funds from the Troubled Asset Relief Program (TARP) to purchase preferred stock and 

warrants in financial institutions. With the completion of the first stress tests of the largest 

financial institutions in May 2009, the largest banks began to redeem the CPP injections. Most 

of the largest banks have ended their participation in the program, but the US-Treasury 

continues to hold investments in a few hundred smaller institutions. 

 

2.2 BANK BASED NON-STANDARD MEASURES ADOPTED IN THE EURO AREA 

There are three types of bank-oriented non-standard measures adopted by the ECB which we 

consider. In the first phase of the financial crisis, from August 2007 to September 2008, the 

ECB changed the maturity profile of its repo operations, by offering less short-term repo loans 

and significantly more longer-term repo loans, while keeping the overall supply of repo loans 

unchanged. Later on, the ECB changed the profile of its liquidity provision in August 2007 by 

providing more reserves in the first weeks of the maintenance period and less during the last 

weeks of the maintenance period. Finally, starting in October 2008, the ECB started to provide 

unlimited liquidity at the policy rate (and against eligible collateral) in all operations. As a 

consequence of the so-called fixed-rate tender with full allotment (FRFA) procedure, the 

aggregate amount of central bank reserves outstanding at any moment ceased to be under the 

control of the ECB. Banks themselves now determined the aggregate supply of central bank 

reserves provided to the system. As in the US, there were also measures aimed at providing 

capital support to euro area banks, not involving the ECB. 
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3 EFFECTS OF LIQUIDITY RISK ON BANK LOANS 
3.1 EMPIRICAL STRATEGY 

We are interested in the link between non-standard measures and bank lending activity. To be 

able to quantify the effects of non-standard measures on bank loans with the best possible 

degree of accuracy, we follow a two-step approach. First, we take a risk-management 

perspective and analyze how elevated risk factors affected the demand for and supply of bank 

loans. We control for any non-standard measures that are not already incorporated in reservable 

and non-reservable liabilities such as TAF in the US or capital injections adopted in both 

regions. Next, we look at the effectiveness of the non-standard measures in containing bank 

liquidity risk. Combining these two steps allows us to derive the effects of non-standard 

measures on bank loans by reducing market risks affecting banks’ balance sheets.  

One of the most closely watched barometers of the financial crisis has been the Libor-OIS (US) 

or Euribor-OIS spread (euro area). We will refer to both of these spreads as the “Ibor-OIS 

spread” in the remainder of this paper unless we need to refer to a specific one. A majority of 

the researchers attributed the increase in this spread to the elevated levels of market and/or 

liquidity risk (see e.g. Taylor and Williams, 2010, McAndrews et al., 2008, Eisenschmidt and 

Tapking, 2009, Wu, 2008, Carpenter et al., 2012). Hence, the crisis can be roughly represented 

by the Ibor-OIS spread and the effects of the crisis on bank loans can be analyzed by 

investigating the impact of the spread on bank loans. We focus on Commercial and Industrial 

(C&I) loans for the US and loans to non-financial corporations (NFCs) in the euro area (EA). 

Both types of loans are outstanding loans.3 

At the conceptual level it is important to distinguish between the bank loan spread (i.e. the 

spread between the loan rate and some measure of a risk free rate such as the central bank policy 

rate) and the Ibor-OIS spread. Specifically, the Ibor-OIS spread should reflect general market 

risks affecting banks, while bank loan spreads should mainly reflect risks pertinent to the 

business model of the banks and the business cycle. This difference is subtle at times, yet very 

important. In our empirical approach we seek to determine the effects of the risks contained in 

Ibor-OIS spreads and not simultaneously present in bank loan spreads by controlling for the 

impact of the latter. In our empirical analysis we find that both the loan spread as well as the 

Ibor-OIS spread are significant in our benchmark specifications, confirming our intuition that 

Ibor-OIS spread contains additional information on market risk that is not captured by loan 

spreads. 

 
                                                      
3  Outstanding loans in a given month is equal to the outstanding loans in the previous month plus the new loans and the 

drawdowns in the current month less retired loans.  
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3.2 THE RELATIONSHIP BETWEEN MARKET RISK MEASURES AND BANK LOANS  

The Ibor-OIS spread is expected to affect the loan supply and loan demand in opposite ways. To 

the extent that an elevated spread reflects heightened liquidity and credit risks in the economy as 

a whole, banks would respond to a higher spread by restricting their supply of loans. A casual 

look at the behavior of C&I loans in the US (Figure 1, solid line), as well as the NFC loans in 

the euro area (Figure 2, solid line) together with the spread (dashed line) supports this line of 

reasoning.4 Bank loans in both regions declined sharply following the peak of the crisis in 

October 2008 as indicated by the vertical line. The figures also plot the spread between the loan 

rate and the policy rate (the dotted line). The policy rate is represented by the federal funds rate 

in the US and the minimum bid rate in the euro area.5,6 The peak in bank loans around the same 

time as the peak in the Ibor-OIS spread suggests that the increase in bank loans was demand 

driven during that period, in response to elevated risk factors. The subsequent peak in loan rates 

in the following months, however, suggests that the supply of loans declined in response to the 

elevated risk factors. All three series decline in the first half of 2009 suggesting that as the 

market risks stabilized demand for bank loans tapered off.  Further tightenings of the loan rate 

in 2010, long after the rate spread has stabilized, might be attributed to strengthening demand 

conditions both in the US and the euro area. Our estimation results are largely consistent with 

these arguments. 

 

3.3 IDENTIFYING DEMAND AND SUPPLY SCHEDULES FOR BANK LOANS 

The discussion above suggests a particular speed of adjustment of bank loans in response to 

shocks to measures of market risk. Note that following the height of the crisis in October 2008, 

the demand for loans reached its peak right away, while the contraction in loan suply (as 

observed from the decline in loans as well as the increase in loan rates) took some time. We 

believe that this observed pattern reflects the nature of loan contracts. It is fairly easy for 

borrowers to tap their credit lines and receive funding immediately. Banks, on the other hand, 

consider their overall customer relationships and may need to redraft loan documents to make 

changes to lines of credit. Bernanke and Blinder (1992) note that loans are quasi-contractual 

                                                      
4  Figure 2 shows the sample of euro area countries that we include in our sample. The sample was chosen based on data 

availability. 
5  The C&I loan rate data is obtained from the Survey of Terms of Business Lending (STBL) which is at the quarterly frequency. 

In our empirical analysis, we converted this rate into monthly frequency through a linear projection, matching the last 
observation in each quarter. While the estimation results show the rate for loans over $1 million, the results are robust to rates for 
different loan volumes. 

6  Although the policy rate in the US is the federal funds rate target and not the effective funds rate, we use the average effective 
funds rate at the monthly frequency in our analysis. While the average monthly funds rate follows the target rate very closely 
during normal times (see Carpenter and Demiralp, 2008) the latter is a better proxy for the actual costs of overnight borrowing 
during the crisis period during which systematic deviations of the effective rate from the target were observed. Furthermore, in 
the period after December 2008, the target was set to a range between 0 and 25 basis points rather than a level, which makes 
empirical analysis less trivial. 
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commitments whose stock is difficult to change quickly. Hancock et al. (1995) also mention that 

banks adjust their portfolios with pronounced lags because of information imperfections and 

because of the costs of adjusting holdings of loans. As a result, borrowers would appear to be 

able to react more quickly than lenders to changes in the financial landscape, particularly in the 

case of committed lines of credit. Bernanke and Gertler (1995) state that an increase in C&I 

loans in the beginning of a slowdown is consistent with the bank lending channel so long as the 

demand for C&I loans increases more than the reduction in supply. Demand may increase as 

firms need to finance their inventory build-up when sales slow down unexpectedly. This is 

consistent with the claim that demand for loans adjusts quicker than supply for loans because 

otherwise banks would cut their lines in the beginning of the slowdown before they were drawn. 

In light of these arguments, in the empirical specification, we model loan supply to respond to 

the elevated risks with a lag while we model loan demand to respond contemporaneously, 

consistent with the observed behavior of bank loans during the crisis period.7 Note that we do 

not suggest that the real side of the economy tends to adjust more quickly than the financial 

side. Rather, in the narrow question of bank lending, especially lines of credit, we are assuming 

that borrowers can react more quickly than lenders because of the contractual framework.  

In order to support these claims, we plot total bank loans against total available credit for the US 

and the euro area in Figure 3.8 Total available credit is captured by the sum of total loans plus 

unused loan commitments in the US, denoted as the “lending capacity” in the upper panel. For 

the euro area, we use an aggregate index that reflects the available credit lines, as shown in the 

lower panel. Both of these measures are available at the quarterly frequency.  In both regions, 

the peak in credit availability takes place around the third quarter of 2007.  This suggests that 

banks started tightening their lines of credit right at the onset of the crisis. However, because of 

their loan commitments, they were not able to reduce their outstanding loans immediately, as 

total bank loans continued to increase while credit lines declined in the first three quarters of 

2008. This figure is supportive of our speed of adjustment assumption that the supply of bank 

loans adjusts slower than the demand for bank loans. 

 

3.4 FACTORS AFFECTING THE SUPPLY OF BANK LOANS 

The spread between the loan rate and the policy rate that are plotted in Figures 1 and 2 can be 

loosely defined as the relative cost of bank lending. From the perspective of supply, the loan 

                                                      
7  One might argue that demand for loans is forward looking and it is a function of expected liquidity risk rather than 

contemporaneous liquidity risk. We find this argument plausible and believe that our specification is consistent with this claim to 
the extent that contemporaneous liquidity risk is used as the best proxy for forming expectations about future liquidity risk. We 
prefer to keep our framework simple rather than adding further structural assumptions to specify a particular expectations 
formation mechanism.  

8  We plot average NFC loans for the euro area. 
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rate spread represents the net profit margin of bank loans after adjusting for the funding costs. 

Banks fund the bulk of their loans through managed liabilities (which do not have a reserve 

requirement) in the US and through reservable liabilities in the euro area. While the cost of bank 

funding in the US tracks the policy rate rather closely, the cost of bank funding in the euro area 

does not follow the policy rate as tightly. In order to illustrate this point, the upper panel in 

Figure 4 plots the rate on six-month CDs, which is a proxy for the cost of managed liabilities in 

the US, together with the federal funds rate and the rate on C&I loans. The CD rate and the 

federal funds rate likely move so closely together because both are marginal sources of funding 

for US banks. The fact that banks could shift from one to the other would explain a very tight 

connection. An analogous figure for the euro area is provided in the upper panel of Figure 5 that 

shows the composite deposit rate on outstanding loans, which captures the cost of reservable 

liabilities, together with the mean bid rate, and the loan rate on outstanding NFC loans.9  

Figure 4 shows that the CD rate follows the policy rate rather tightly. During the peak of the 

crisis, however, we observe a sharp upwards deviation in the CD rate from the funds rate. A 

milder yet more persistent increase in the deposit rate over the policy rate is also observed for 

the euro area after October 2008 in Figure 5. This divergence reflects the banks’ difficulties in 

raising funds, and it can at least partly explain the elevated levels of the loan rates relative to the 

policy rates in the months following Lehman’s bankruptcy.  

Based on Figures 4 and 5, we use the loan rate spread over the federal funds rate in the US and 

the spread over the deposit rate in the euro area in our supply specification. The loan rate seems 

to follow the policy rate even better than the CD rate in the US, which justifies our choice. The 

differential treatment seems appropriate given the different banking systems. US banks rely on 

wholesale funding as a marginal source of funding whereas reservable deposits are more 

important in the euro area. 

In this paper, we are interested in tracing the impact of various risk factors that affected bank 

loans during the crisis period. We expect the supply of bank loans to be a decreasing function of 

the borrowers’ credit risk as well as the bank’s liquidity risk. Furthermore, the credit risk of the 

lenders may also play a role by determining the ability of the banks in raising funds (see 

Acharya and Skeie, 2011, or Altunbas et al., 2009). Nevertheless, because the credit risk 

generally increases simultaneously for all parties during times of stress, it is very difficult to 

separate and empirically identify the credit risk of the borrowers from those of the lenders at the 

aggregate level. Rate spread can be used as a proxy for such risks although it has its 

shortcomings. In addition to not being the best measure to capture the borrowers’ credit risk, 

                                                      
9  For illustrative purposes we show the loan rate for Germany. 
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there might be issues related to the potential endogeneity of the spread in the loan demand 

specification. We address these problems later on. 

3.5 FACTORS AFFECTING DEMAND FOR BANK LOANS  

Turning to the demand side, it is reasonable to model the demand for bank loans as a function of 

the loan rate spread over the policy rate as well. A priori, one can expect the loan rate to hover 

around the policy rate due to competition between banks. Furthermore, one can view the policy 

rate to capture the costs of alternative funding of potential borrowers. Even in the euro area 

where the alternatives to bank funding are more limited, the loan rate spread can still be viewed 

as a measure of the relative cost of bank funding. For example, suppose that the policy rate 

declines but the loan rate remains constant. Even if the borrowers may have no alternative but to 

borrow from banks, the opportunity cost of getting a bank loan increases when the rest of 

market interest rates decline. Hence, demand will be negatively related to the loan rate spread 

even when the loan rate itself does not change. Another interpretation would be to think of the 

policy rate as a proxy for the interest income in the borrowers’ portfolios. A decrease in policy 

rates, in the absence of a parallel decline in the loan rate, reflects higher cost associated with 

bank loans now that the borrowers earn less from their own investments but need to pay a 

relatively higher rate on their debt. The lower panel in Figure 4 plots the rate of one such 

alternative form of borrowing, 3-month non-financial commercial paper rate in the US together 

with the funds rate. Similarly, the lower panel in Figure 5 shows the 3-month commercial paper 

rate in the euro area together with the minimum bid rate. The close resemblance between the CP 

rate and the policy rate in both regions supports our claim that the policy rate is a good proxy 

for alternative costs of borrowing.  

We expect the demand for bank loans to respond to the rate spread in a positive way, in contrast 

to loan supply. Demand for bank loans should be a function of the liquidity risk of the 

borrowers as well as the liquidity risk of the lenders. Faced with elevated liquidity problems, 

borrowers are more likely to tap on previously established credit lines with their banks. 

Furthermore, as noted by Huang (2009), provision of credit through committed lines of credit is 

sensitive to the banks’ own financial conditions. Huang argues that one reason why many 

borrowers tapped their credit lines after October 2008 could be because they were not sure that 

they could get these loans later. Based on this argument, we hypothesize that the banks’ own 

liquidity risk should also be a relevant determinant of the demand for bank loans. 

 

3.6 THE ECONOMETRIC MODEL 

We specify the following model for bank loans: 
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where ∆ stands for the difference operator such that the dependent variable is the growth rate of 

bank loans, and t tracks the monthly observations.  

In equation (1), reservable and non-reservable liabilities are aimed to capture the sources of 

funds for bank loans. According to the bank lending channel, reservable liabilities are the 

primary determinant of bank loans and should be positively related to loan supply. Carpenter 

and Demiralp (2011) show that in the period after 1990, reservable liabilities are no longer a 

sufficient source to fund bank loans and non-reservable liabilities became the marginal source 

of funding bank loans in the US. We use the sum of managed liabilities and borrowings from 

TAF for the non-reservable deposits in the US.11 Managed liabilities refer to deposits that can 

be increased or decreased at will, such as large, or wholesale, time deposits, Eurodollar and 

other Eurocurrency borrowings, repos, and federal funds purchased to meet a bank’s needs for 

funds to pay off maturing deposits and to fund new loans. For the US, we do not expect 3β  to 

be positive and significant but should be significant. In contrast, given the predominantly 

bank based intermediation on the euro area, is expected to be positive and significant in this 

region.12   

We also control for the effects of capital injections during the crisis period. These injections 

were provided through TARP in the US and through state capital injections in the euro area.13 

With the ultimate goal of stimulating bank lending, these capital injections raised the capital-to-

                                                      
10  As mentioned earlier, we use the deposit rate instead of the policy rate in the euro area estimations. 
11  Our results remain the same if we exclude TAF from non-reservable liabilities.  
12  Note that nonreservable liabilities are potentially an endogenous variable with respect to bank loans but we are not too concerned 

about this because the coefficient associated with nonreservable liabilities is not essential for our purposes. 
13  Ideally we would like to control for the amount of capital injected conditional on the respective degree of capitalization of the 

banking sector. Unfortunately, such data are not available at the monthly frequency and sparse even at a quarterly or annual 
frequency. 

4β

3β
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asset ratios in the banking system. We lag the amount of injections by one month because it is 

the level of the capital-to-asset ratio at the time of the origination of the loan that has to meet 

regulatory standards. The lagged structure also addresses the potential endogeneity between 

bank loans and capital injections. Bernanke and Lown (1990) note that changes in the capital-to-

asset ratio might reflect anticipated changes in future activity. In that respect, capital injections 

might affect the loan supply in two ways. The theoretical literature is divided on the impact of 

bank capital on bank loans. On the one hand, a capital injection accelerates loan supply by 

strengthening the banks’ capital positions on their balance sheets. Higher capital improves the 

bank’s ability to absorb risk and hence higher capital ratios allow banks to create more liquidity 

(see e.g. Coval and Thakor, 2005). On the other hand, if an increase in bank capital signals a 

worse future economic environment, it may prompt banks to extend less loans. Bank capital 

might also impede liquidity creation because it makes the bank’s capital structure less fragile 

(see e.g. Diamond and Rajan, 2000). The net impact of these two potential effects is 

indeterminate. 

Studies that investigate the effectiveness of capital injections on loan issuance during the crisis 

periods are rare. Berrospide and Edge (2010) interpret the modest effect of capital on loan 

growth to be driven by weaker demand conditions that offset the impact of capital injected 

through government actions. Alternatively, they note that conventional measures of capital 

might fail to assess banks’ capital positions. Gambacorta and Marques-Ibanez (2011) reach a 

similar conclusion using the capital-to-asset ratio for the euro area. They note that the capital-to-

asset ratio might not properly capture the capital adequacy of banks or that accounting practices 

might have blurred the information content of the capital-to-asset ratio. When they use the Tier 

1 ratio, they obtain significant results. Based on this discussion, 5β  can be either positive, or 

negative, or insignificant. Meanwhile we expect the measures of liquidity and credit risk ( 6β  

and 7β ) to be negative.  

Turning to the demand side, we need to control for the impact of macroeconomic conditions on 

loan demand. The lagging pattern of NFC loans to business cycles is established as a stylized 

fact for the euro area (ECB, 2009). It is noted that the maximum correlation between loan 

growth and GDP growth is established when GDP growth lags loan growth by three quarters for 

the sample from 1980 to 2008. We replicate this analysis for both regions for our sample period, 

using industrial production index (IP) instead of GDP. Figure 6 shows the quarterly cross 

correlations between the growth rate of bank loans and growth rate of IP for the US and euro 

area respectively. The correlations are plotted for the contemporaneous value of IP growth as 

well as its eight lags as shown on the horizontal axis. Overall, the figure confirms the stylized 
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facts highlighted in ECB (2009). The maximum correlation between bank loans and IP is 

established in the third quarter for the US and fourth quarter for the euro area. Based on this 

analysis, we construct the quarterly growth rate of IP and use a three-quarter lag (which 

corresponds to lag 9 at the monthly frequency) for the US and a four-quarter lag (which 

corresponds to lag 12 at the monthly frequency) for the euro area in the loan demand equation.  

In addition to lagged IP growth, we add the changes in business confidence to the demand 

specification to capture any forward-looking changes in the economic outlook. Because the 

business confidence series is only available at the quarterly frequency for the US, we use the 

consumer confidence index instead.14 Figure 7 shows the two confidence indexes for the two 

regions. The two indexes move surprisingly close to each other in the months prior to the crisis 

and leading to Lehman’s bankruptcy. While the euro area index recovers at a quicker rate, 

consumer confidence in US does not register a similar recovery. We expect the macroeconomic 

performance to affect loan demand positively ( 3γ >0). In principle, the lender’s and the 

borrower’s liquidity risk should also affect the loan demand positively ( 4γ >0 and 5γ >0). Note, 

however, that these two types of liquidity risk can be highly correlated and hence they may not 

both yield significant coefficient estimates when they are included in the regression 

simultaneously. 

 

3.7 ESTIMATION RESULTS 

3.7.1 SUPPLY OF BANK LOANS  

Our sample period spans from February 2004 through May 2011. Due to the endogenous nature 

of the loan rate, the model is estimated via TSLS. Tables 1a and 1b show the results from the 

supply and demand equations for the C&I loans in the US respectively. We follow the same 

structure for the euro area in Table 2 which shows the estimation results for loans to non-

financial corporations. Because of the cross-sectional nature of the euro area data, we estimate a 

panel regression with fixed effects for this region. We have a long panel with over 80 

observations and only ten countries, which does not justify the use of an Arellano and Bond 

(1991) type of estimator to address the dynamic structure.  

Balance sheet variables are measured in millions of the respective currency. Growth rates are 

multiplied by 100 such that a 1-unit change corresponds to 1 percentage point. Interest rates, 

liquidity and credit risk measures are expressed in percentage points as well. 

                                                      
14  We have experimented with alternative series to capture macroeconomic performance such as the unemployment rate, inflation 

rate, or the stock market indexes. Because of the collinearity among alternative macroeconomic series, we did not incorporate 
them all in the specification. We chose IP and business confidence because these series yielded most significant results in 
economic and statistical terms.  
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The first column in Table 1a shows the estimates from the loan supply equation in the US where 

the liquidity and the credit risks are captured by the Libor-OIS spread. Newey-West 

heteroskedasticity and autocorrelation consistent standard errors are reported. For the euro area, 

the first column in Table 2a uses the Euribor-OIS spread instead. Because of the small number 

of cross-sections, we do not cluster the errors around countries because cluster-robust estimators 

might be incorrect and misleading in that case. Instead, the reported standard errors control for 

White period heteroscedasticity and allow for a different residual variance for each period. 

There is positive persistence in the growth rate of C&I loans as captured by the lagged 

dependent variable (Table 1a, column 1).15 The persistence is lower for the euro area (Table 2a, 

column 1). The price elasticity of loan supply is not significant for the US but it is significant 

for the euro area. Reservable liabilities are insignificant in the US consistent with Carpenter and 

Demiralp (2011).16 In order to control for the impact of TAF on bank loans, we add borrowings 

from TAF to managed liabilities in the loan supply equation. Managed liabilities are positive 

and significant, supporting the intuition in Carpenter and Demiralp (2011) that these liabilities 

constitute the marginal source of funding in the US. Turning to the euro area, reservable 

liabilities are positive and highly significant as expected. Indeed, the coefficient estimates of 

reservable liabilities for the euro area are comparable to coefficient estimates of managed 

liabilities in the US. Non-reservable liabilities are also marginally significant but the coefficient 

estimates are about half of those obtained by reservable liabilities. This is an anticipated finding 

which is an outcome of the differences in financial structures of the US and the euro area. The 

predominantly bank based intermediation in the euro area renders reservable liabilities of banks 

an important source of funding, as alternative funding markets play a relatively less important 

role than in the US.  

For the US, capital injections through the TARP facility affect the supply of bank loans 

negatively, although the coefficient estimate is not economically significant. Specifically, an 

increase in TARP funding by $1 million, leads to a decline in C&I loans by much less than 1 

percent. This finding suggests that TARP injections did not have the intended expansionary 

impact on bank loans, consistent with the findings in Bassett and Demiralp (2012) or the 

predictions of Diamond and Rajan (2000). Different from the US, capital injections are positive 

and highly significant across alternative specifications for the euro area, consistent with Coval 

and Thakor, 2005. Specifically, a €1 billion injection of capital leads to an approximately 0.02 

                                                      
15  Despite the presence of a significant persistence in the growth rate of bank loans, neither of the loan series contains a unit root in 

either region.  
16  The negative sign is most likely attributable to the increase in reservable liabilities during the period after October 2008, which 

was accompanied by a decline in C&I loans. The increase in reservable liabilities may reflect the lower opportunity cost of 
holding such deposits as well as the flight to safety and liquidity. Furthermore, FDIC expanded insurance limits in November 
2010 that provided unlimited insurance coverage of noninterest-bearing transaction accounts. This encouraged depositors to 
transfer their savings from mutual funds into reservable deposits.  
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percent increase in NFC loans. Consequently, our results suggest that the total capital injections 

of approximately € 325 billion for our sample of euro area countries have boosted loan growth 

by a cumulative 6.5 percent.  

The liquidity and credit risks as captured by the Ibor spread are not significant in either region. 

As it was noted earlier, the credit risk component of the Ibor-OIS spread only captures the credit 

risk of the lenders and not the borrowers. The second column considers a more direct measure 

of the borrower’s credit risk and adds the median EDF of non-financial corporations to the 

specification. This variable is not statistically significant either. Collinearity between the Ibor-

OIS spread and capital injections could be a plausible explanation for why the risk variables are 

not significant.17 In fact, when we remove capital injections from the specification, both the 

Libor-OIS spread as well as the median EDF become negative and significant (not shown). As a 

robustness check, we considered another credit risk measure based on the median 5-year CDS 

spreads of non-financial corporations. The credit risk measure was again not significant.18  

Although the results that are reported in columns 1-2 are helpful and intuitive, they do not allow 

us to observe the individual effects of credit risk and liquidity risk on loan supply because the 

Ibor-OIS spread contains the liquidity as well as the credit risks of the lender. In order to 

disentangle these two types of risks and focus only on the liquidity risk rather than the credit 

risk of the lenders, we consider replacing the Ibor-OIS spread with alternative measures of 

liquidity risk for the banking system. To capture the liquidity risk in the bank funding market 

we use the daily volatility in overnight markets. In principle, bank funding volatility could be 

correlated with liquidity as well as credit risks in the money markets. It is plausible to think of 

the level of credit risk to increase with the dispersion of borrowing rates across participants in 

the money market which would in turn be correlated with volatility. In addition, volatility can 

be associated with large banks dumping reserves in the market at the end of the day. Carpenter, 

Demiralp, and Senyuz (2012) show that bank funding volatility is much closely correlated with 

alternative measures of liquidity risk relative to credit risk. In light of their findings, we use the 

average bank funding volatility in the previous 30 days for the US. For the euro area, we 

construct a similar measure based on intraday volatility in the bank funding market. “Offer 

volatility” is the standard deviation of the offered Eonia rate by all banks included in the panel 

on a given day. We take the average of this volatility over the previous 30 days to capture any 

persistence in risk. After controlling for the credit risk in the regression specification, the 

                                                      
17  Indeed, the simple correlation between the Libor-OIS spread and capital injections is 0.78.  
18  We first took the median CDS spread of NFCs on a daily basis and then took the monthly average of the median daily spreads. 

As a robustness check, we have also considered taking the mean CDS spread across NFCs and taking the median observation in 
a given month. While the latter measure is more volatile, the results were unchanged using either type of frequency conversion 
for both the US and euro area. In addition, we experimented with using the one-year CDS spread instead of the five-year spread 
but the results were, once again, not sensitive in either region. 
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coefficient associated with volatility can be interpreted as the impact of liquidity risk in the loan 

supply equation.  

Column three shows the results with the inclusion of bank funding volatility as a measure of 

liquidity risk. Liquidity risk is negative and highly significant. An increase in intraday volatility 

by one percent leads to a decline in bank loans by 3 ¾ percent in the US and by more than 2 ½ 

percent in the euro area. The finding of a negative and significant relationship between the 

supply of bank loans and bank liquidity risk in the euro area is consistent with the findings of 

Hempell and Sorensen (2010). Using the information in the bank lending survey for the euro 

area to identify supply and demand, Hempell and Sorensen (2010) document a significant 

negative impact of the bank’s own liquidity conditions on loan growth during the crisis period. 

The specification in column 3 does not control for the borrower’s and the lender’s credit risk 

individually because of the high correlation between these credit measures. While we only show 

the results using a measure for the credit risk of the borrowers, the results are almost identical if 

we use a measure for the lender’s credit risk instead.19 Note also that price elasticity of supply is 

significant and positive in this specification for both regions, consistent with the theory. A one 

percent increase in the loan rate over the policy rate increases the supply of bank loans by more 

than 1 ½  percent in the US and by more than 4 percent in the euro area. An additional 

robustness check (displayed in Table 1a, column 4), that uses the loan rate in the euro area as an 

instrument for the loan rate in the US, is discussed in the appendix.  

In Table 2a, column 4, we use the US Dollar/Euro swap spread as an additional measure of 

liquidity risk in the euro area. The swap spread can capture the Dollar funding needs of the 

European banks during the financial crisis. Nevertheless, the coefficient estimate is not 

statistically significant.  

 The last two rows in Tables 1a and 2a provide information on the instruments and their 

performance. Because of the endogeneity between bank loans and loan rates, we instrument for 

the loan rate in our estimation. Specifically, we need an instrument that captures changes in loan 

demand in the supply equation. As shown in the last row, the contemporaneous value of the 

Ibor-OIS spread is used as an instrument to capture changes in demand. The assumption is that 

the contemporaneous value of the Ibor-OIS spread affects the loan rate that is not due to 

changes in loan supply, consistent with the earlier discussion. We assume that loan supply 

conditions with respect to money market spreads are largely predetermined at the frequency that 

we examine. The instrument is highly significant in both regions in the first stage regression 

                                                      
19  Using the median CDS spread of Libor participating banks as a measure of the lender’s credit risk and the median CDS spread of 

non-financial corporations as a measure of the borrower’s credit risk, we obtain a simple correlation coefficient that is equal to 
0.91 for the US. The corresponding statistic for the euro area is equal to 0.95. 
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(not shown) and we reject the null hypothesis that the excluded instrument is not relevant, as 

indicated by the F-test.  Because the specifications are just-identified, the validity of the 

instrument cannot be tested.  

It should be noted that even though the results from any instrumental variable approach are 

subject to weak instruments problem, the endogeneity bias is only an issue for the coefficient of 

the loan rate, which is not our main focus in this paper. The remainder of the coefficient 

estimates are still reliable even if we do not have the perfect instruments. Indeed, if we estimate 

our supply specification via OLS (not shown), the significance and the magnitudes of the 

coefficient estimates associated with the exogenous variables are preserved, highlighting the 

validity of our economic inference, particularly for volatility in bank funding rates, which is our 

main variable of interest.  

Overall, these findings grant support that our model of loan supply is plausible and robust to 

alternative specifications. The results underline the argument that bank loans are negatively 

related to liquidity risk. Therefore, to the extent that the non-standard measures are able to 

reduce the liquidity risk, they should stimulate loan supply. 

 

3.7.2 DEMAND FOR BANK LOANS  

We now turn our attention to the demand specification. Recall that we hypothesized the demand 

for bank loans to be a function of the borrower’s and the lender’s liquidity risk. Furthermore, we 

argued that loan demand should respond to these risk measures contemporaneously. In column 1 

in Tables 1b and 2b, the Ibor-OIS spread enters as an explanatory variable to capture such risks. 

The slope of the demand curve is negative and significant as expected.20   

As we look at the variables that measure macroeconomic performance, the growth rate of 

lagged industrial production is positive and significant in both regions. If the industrial 

production index grows by one percent, the growth rate of bank loans increases by 10 basis 

points in the US and 4 basis points in the euro area over the course of the next year. 

Changes in consumer confidence or business confidence are negatively related to bank loans. 

The negative coefficients associated with the confidence indexes in both regions is most likely 

driven by the dip in the fourth quarter of 2008 which is accompanied by the peak in bank loans 

(Figure 7). 

                                                      
20 It is not trivial to compare this number to the earlier literature’s estimates of demand elasticities. This is because our dependent 

variable is in log differences while the interest rate spread is in changes. In order to interpret our estimate as interest rate 
elasticity, we estimated both the dependent variable and the interest rate spread in log form (not shown). In that case, we 
obtained an elasticity number around -2 for the euro area. This estimate is closer to the lower end of the findings in the previous 
literature. The previous studies calculated demand elasticities of loans for the euro area as -3 (Gerali et al., 2010) or -8.7 for 
mortgages (Neven and Roller, 1997). 
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 Turning to the Ibor-OIS spread, the positive and significant coefficient suggests that demand 

for bank loans increases with increasing risk.21 This finding is consistent with the draw-downs 

of loan commitments that were observed around Lehman Brothers’ bankruptcy. When faced 

with elevated liquidity pressures, borrowers are more likely to tap their credit lines to keep their 

balance sheets liquid. 

 In a specification where liquidity risk enters the loan equation contemporaneously, there might 

be an endogeneity bias because the liquidity risk of the lender bank might be affected from the 

amount of loans granted by the bank. This was not an issue in our supply specification because 

liquidity risk entered with a lag. In the demand specification, however, we need to be more 

cautious. One might argue that the liquidity risk of a bank might increase as that bank issues 

more loans. The greater the loans issued, the greater could be the likelihood and severity of 

losses associated with having to dispose illiquid assets to meet customers’ liquidity demands 

(Allen and Santomero, 1998, Allen and Gale, 2004). We do not believe that this argument is 

strong enough to defeat the validity of the results that we have shown so far. Banks choose the 

maturity structure of both assets and liabilities. In the absence of active risk management, 

liquidity risk ultimately increases as a bank extends more and more long-term loans. This seems 

to be a rather strong assumption. Nevertheless we need to be aware of the consequences of a 

potential endogeneity problem and address it properly. In order to address this concern, we 

replace the Ibor-OIS spread with bank funding volatility measures in the second column as an 

instrument for the general liquidity risk of the lenders. Liquidity risk in the overnight market 

works as an instrument for the general liquidity risk. It is expected to be highly correlated with 

the general rollover risk faced by the bank but it is not likely to be affected from the bank’s loan 

volume.22 Hence, it works as a good instrument in the demand specification. An increase in 

liquidity risk by one percent increases the demand for C&I loans by more than 6 ½ percent for 

the US and NFC loans by up to 1 percent in the euro area.23 For perspective, 1 percent increase 

in the level of C&I loans in the US corresponds to approximately $12 billion in loans, and a 1 

percent increase in the level of outstanding loans in, say, Germany, corresponds to about € 8 

billion in loans. 

In order to control for the liquidity risk of the borrowers we use a measure for market tightness 

that is put forth by Gatev and Strahan (2006) as the spread between three-month commercial 

                                                      
21 Note that because the demand specification does not include any other variables that are correlated with risk (such as capital 

injections or borrower’s credit risk), the collinearity problems are not present and the Libor-OIS spread becomes highly 
significant. 

22 Bank funding volatility would only change as a result of joint behavior by a sizable number of banks.  It is unlikely for the 
outstanding loan volumes to generate this kind of a run for the bank funding market. Note also that the write downs in bank 
balance sheets associated with the recent financial crisis were mostly due to ABSs and not due loan losses.  

23 For the euro area, offer volatility does not yield statistically significant results even though alternative measures of liquidity risk 
are significant as shown in columns 1 and 3 in Table 2b. 
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paper and the Treasury bill rate. For the euro area we use the difference between the three-

month commercial paper rate and the composite government bond rate. As mentioned earlier, 

however, the lender’s liquidity risk might be highly correlated with the borrower’s liquidity risk, 

which may cause estimation problems. Indeed the simple correlation coefficient between the 

two measures is 0.84. When we include both types of liquidity risk in the specification, intraday 

volatility is significant whereas commercial paper spread is not (not shown). In order to deal 

with the collinearity problem, we enter the borrowers’ liquidity risk measure separately in 

column 3. The measure of market liquidity is significant but smaller in size relative to bank’s 

liquidity risk in the US, suggesting that it is the lender’s liquidity risk rather than the borrower’s 

liquidity risk that is the primary factor in determining the demand for bank loans. For the euro 

area, however, the coefficient associated with market liquidity risk is significantly higher than 

the lender’s liquidity risk. 

In order to address the endogeneity between loan demand and loan rates, this time we need an 

instrument to capture changes in loan supply. As shown by the last two rows of Tables 1b and 

2b, the lagged value of bank funding volatility is used as an instrument to capture supply factors 

and it is highly relevant in both regions. This is consistent with column 3 in Tables 1a and 2a 

where lagged volatility is very significant in the supply equation. The F-tests confirm that the 

instrument is relevant. Once again, the specifications are just-identified. As in the case of loan 

supply, when we estimate the demand specification via OLS, the coefficient estimates of the 

exogenous variables remain intact, strengthening the validity of our conclusions even in the 

presence of weak instruments (not shown). 

Before we conclude this section, we briefly discuss two remaining issues. First, our results are 

not immune from the Lucas (1976) critique. In particular, it could be the case that the changes to 

the framework for monetary policy implementation caused a change in market participants’ 

behavior. That is to say, that our parameters of interest may not have remained stable over our 

sample period if economic agents internalized central bank policy. Although the relevance of 

this caveat may be limited in the beginning of the financial crisis and especially around the time 

of the collapse of Lehman Brothers, given the size of the shock and the novelty of policy 

response, over time agents may have learned and have adopted their behavior accordingly. In 

other words, our results are likely to be biased. While it is impossible to quantify this bias, we 

can at least try to check whether it matters qualitatively, i.e. whether it will change the sign of 

our coefficients. To this end, we estimated a reduced sample until April 2009, i.e. until the point 

in time the financial system started to recover and the worst fall-out from the Lehman collapse 

appeared to be over. We note that our results regarding the impact of (bank) liquidity risk on 

bank loans do not change in terms of either their signs or their significance. We consider this is 
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as additional evidence for the robustness of our findings, although clearly the test is not 

definitive. 

The second issue is regarding our treatment of the loan market as an equilibrium model. The 

simultaneous equations framework of the supply and demand for bank loans assumes market 

clearing whereas it is reasonable to think about the recent financial crisis to be associated with 

periods of market disequilibrium due to credit rationing or weak demand. Nevertheless, to the 

extent that the market is in equilibrium on average for the majority of the sample period, our 

equilibrium model would be justified. In order to check the reliability of this assumption, we 

estimated a disequilibrium model for bank loans for the two regions (see e.g. Fair and Jaffee, 

1972; Maddala, 1986, Chen and Wang, 2008). The disequilibrium model assumes different 

distributions for supply and demand equations and produces coefficient estimates as well as 

excess demand probabilities as its output. When we plot these excess demand probabilities for 

the two regions, we observe that even though there are occasions where excess demand 

probabilities approached the upper bound, the majority of probabilities remain slightly below 50 

percent, suggesting that the market clearing assumption that we have exploited is realistic for 

the most of the sample (not shown).24 

                                                      
24 Because the disequilibrium framework is not designed for panel data structures, we estimated the euro area using cross section 

aggregates.  
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4 EFFECTS OF NON-STANDARD MEASURES ON 
BANK LOANS 

In the previous section, we illustrated the negative empirical link between bank liquidity risk 

and the supply of bank loans. Bank funding volatility worked as a good proxy for liquidity risk 

and yielded economically and statistically significant results. In this section we look into the 

effectiveness of the policy measures in reducing liquidity risk, and bank funding volatility in 

particular. There is a growing literature on the impacts of the policy measures in reducing bank 

liquidity risk. Connecting our work with the rest of the literature allows us to quantify the 

effects of the non-standard measures on bank loans. 

 

4.1 RESULTS FOR THE US 

Using the Libor-OIS spread as a proxy for the risk measures, Taylor and Williams (2009) 

detected no impact of the TAF in reducing the spread. They focused on the day of a TAF 

auction as well as the four subsequent days and controlled for the credit risk with the CDS 

spread of the Libor participating banks along with alternative credit risk measures such as the 

Libor-Tibor or Libor-Repo spreads. McAndrews et al. (2008) focused on the days of 

announcements as well as the operations of TAF auctions. Furthermore, they used the first 

difference of the Libor-OIS spread due to the non-stationary nature of the spread. Based on their 

findings, on the day of a TAF announcement or operation, the spread declined by 2 basis points. 

This gave a cumulative effect of 57 basis points. Wu (2008) proposed yet another specification 

to measure TAF effects. He argued that TAF would permanently reduce the liquidity risk 

affecting bank funding markets and specified a step function for the period after December 

2007. He found that the TAF reduced the spread about 35 to 40 basis points on average but the 

TSLF was not effective.  

Most of the studies cited above focused on the impact of non-standard measures at the daily 

frequency and used the Libor-OIS spread as a measure of risk.  Because we conduct our 

analysis at the monthly frequency and because our focus is on the impact of non-standard 

measures on bank funding volatility, we make several adjustments.  We take the specification in 

Taylor and Williams (2009) as our starting point. Because monthly frequency does not allow us 

to detect the impact of each individual TAF announcement or operation, we use a dummy 

variable for the period in which TAF or TARP were effective. As the sample periods for TAF 

and TARP overlap for more than two-thirds of the period in which TAF was operational, we 

end up using one dummy variable for the TARP period to avoid collinearity. As a result, the 
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TARP dummy summarizes any policy measure that contributed to lower rate spreads in the 

period after October 2008. This leaves us with equation (3): 

t
TARP
tttt DCDSSpreadSpread εαααα +×+×+×+= −− 132110  (3) 

In equation 3, the Libor-OIS spread as well as the CDS spreads are measured in percentage 

points. The first column in Table 3 shows the estimation results of equation 3 for the full sample 

whereas the second column considers a narrower interval from 2007 through 2009. We estimate 

this shorter sample for both regions because the low volatility in the Ibor-OIS spread in the 

beginning and the end of our sample might cloud the true impact of non-standard measures on 

the spread.  The results suggest that the Libor-OIS spread declined 59 basis points on average 

during the period from 2007 to 2009. This finding is very close to previous findings by 

McAndrews et al. (2008) or Wu (2008).  

Our results in the previous section suggested that bank funding volatility works as a better proxy 

for bank liquidity risk in the loan supply equation. For this reason, our main focus in this section 

is the impact of non-standard measures on bank funding volatility. In columns 3 and 4, we 

replace the dependent variable in equation (3) with bank funding volatility, measured in 

percentage points. When we focus on the 2007-2009 sample, we observe that bank funding 

volatility is 17 basis points lower on average during this period. When we combine this finding 

with the results from the previous section, we reach the following conclusion: During the period 

from 2007 to 2009, non-standard policies in the US lowered bank funding volatility by 17 basis 

points per month, which corresponds to a cumulative decline of 6 ¼ percent over the course of 

36 months relative to where the spread could have been in the absence of non-standard 

measures. Because a one percent decrease in volatility boosts the growth rate of bank loans by 3 

¾ percent (table 1b, column 3), our results suggest that the six percent decline in volatility due 

to non-standard measures increased bank loans by up to 23 percent (or $276 billion). We should 

note that this estimate is potentially an upper bound and the standard error bands around this 

estimation make it plausible to contemplate a more modest increase in bank loans due to the 

decline in volatility. Nevertheless, if we consider the sharp 22 percent decline in C&I loans 

from its peak in October 2008 to its through in October 2010 (see Figure 1), our estimated 

impact of non-standard measures look rather plausible and suggest that bank loans would have 

declined another 23 percentage points in the absence of policy measures.  

 

4.2 RESULTS FOR THE EURO AREA 

The two studies that we have identified for the euro area both look at the interactions of the 

ECB and Fed policies in reducing the Libor-OIS and Euribor-OIS spreads. Frank and Hesse 
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(2009) use a bivariate VAR model. In order to control for the non-standard measures, they use 

the days of TAF announcements and auctions for the US, and the dates of LTROs for the euro 

area. They find that on the day of the announcement the LTRO reduces the Euribor spread by 

2.5 basis points. The cumulative effect of this finding on the spread can be calculated by 

multiplying the daily effect with the number of LTRO announcements in their sample, which 

gives 55 basis points (=2.5 22). Meanwhile, Kamps (2009) uses the ratio of the volume of 

recourse to the deposit facility over the sum of the required reserves and autonomous factors as 

the non-standard policy measure. In a cointegration framework, she finds that the non-standard 

measures reduce the Euribor spread permanently by 2.5 basis points and Libor spread by 3.4 

basis points.  

The studies that evaluate the effects of the non-standard measures on the Euribor-OIS spread do 

not incorporate the full set of bank based non-standard measures that was discussed in section 2. 

In particular, we include the deviation of reserve provision beyond benchmark or the switch to 

fixed-rate full allotment (FRFA) auctions in October 2008. In order to investigate the 

effectiveness of such measures we estimated the following specification for the euro area: 

t
FRFA
t

FRFA
tt

FRFA
ttttt

DDBMAbove
DTROLTROCDSSpreadSpread

εαα

αααα

+×+−×+

−××+×+×+=

−

−

154

32110

)1()(

)1()/(
 

(4) 

In equation (4), the Euribor-OIS spread as well as the CDS spreads are measured in percentage 

points. We incorporate three non-standard measures in this specification. TROLTRO / is the 

share of long-term refinancing operations in total refinancing operations. Specifically, we define 

this ratio as (LTROs+SLTROs)/(LTROs+SLTROs+MRO) where LTRO refers to Long-Term 

Refinancing Operations (3-month maturity), SLTRO refers to Supplementary LTROs 

(maturities of 3 and 6 months), and MRO refers to Main Refinancing Operations (1-week 

maturity).  We can use this ratio as a legitimate instrument because the overall liquidity 

provision remained constant between August 2007 and September 2008.  

The remaining non-standard measures captured with equation (4) are BMAbove , which is the 

amount of liquidity provision above benchmark (i.e. the strict needs of the banking system) in 

the first two weeks of the maintenance period (measured in € billions) and FRFA
tD  , which is a 

dummy variable that captures the FRFA period.  Note that we measure the impact of the LTRO 

ratio and above benchmark liquidity provision only for the period before October 2008 while 

they reflected the policy choices. With the switch to fixed rate full allotment policies in October 

2008, the provision of liquidity was driven by demand and hence these two measures lost their 

meaning as policy controlled variables. 

×
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Equation (4) is estimated as a time series specification because most of the variables do not vary 

across countries, except for the LTRO ratio. For this variable, we construct the average LTRO 

ratio across the ten euro area countries included in our sample. The results from this 

specification are provided in Table 4.25 The first column shows the estimation results for the full 

sample whereas the second column shows the results for the 2007-2009 sample. By focusing on 

the 2007-2009 interval, we may be better able to identify the impact of FRFA on the Euribor-

OIS spread because the tranquil periods under FRFA regime in the post-2010 era are now 

removed from the analysis. Turning to the results from the later sample in column 2, the 

estimation results suggest that LTRO ratio and the FRFA stand out as the significant policy 

measures through which the Euribor-OIS spread was reduced. Specifically, an increase in the 

LTRO ratio by one unit lowers the spread by 83 basis points. The LTRO ratio increased about 

43 basis points from 0.27 in December 2006 to 0.7 in September 2008, prior to the switch to the 

FRFA regime. Combining this cumulative change with our coefficient estimate suggests a 35 

basis points decline in the Euribor-OIS spread (=83×0.43) which is in the ballpark of the 

estimate obtained by Frank and Hesse (2009). Meanwhile the FRFA period keeps the spread 59 

basis point lower on average per month.  

Columns 3 and 4 show the impact of non-standard measures on offer volatility, which is our 

primary focus. Overall, it is observed that the impact of policy measures on bank funding 

volatility is much lower than their impact on the Euribor-OIS spread.  This could be because of 

the pre-existing auction mechanism through which relatively large open market operations 

accessible to a wide set of counterparties and against a broad range of collateral were 

implemented in the euro area. Unlike in the US, many euro area banks obtain significant parts of 

their liquidity needs directly from the ECB, a feature which arguably has kept a lid on liquidity 

stress in a pre-emptive manner. Indeed, the design of the TAF resembles what was already in 

place in the euro area from the very start. For that reason, the need and the impact of non-

standard policy measures, at least in the period immediately following the collapse of Lehman 

Brothers until the start of the sovereign debt crisis in May 2010, were noticeably lower in the 

euro area.  

Our findings in Table 4 (column 4) suggest that an increase in the LTRO ratio by 1 unit leads to 

a 12 basis points decline in offer volatility. This suggests that the cumulative 43 basis points 

increase in the LTRO ratio led to a decline in bank funding volatility by about 5 basis points.  

As we turn to the impact of FRFA, we observe that bank funding volatility is 5 basis points 

lower on average during the 2007-2009 period. This implies a cumulative decline of 1.65 

percent over the 36 months from 2007-2009 (=0.05×36). If we combine these results with the 
                                                      
25 The estimation results are robust if we estimate equation (4) as a fixed effects panel specification, by allowing the LTRO ratio to 

vary across countries.  
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previous section, where a 1 percent increase in offer volatility is associated with an increase in 

the loan supply by 2 ½ percent, we conclude that non-standard measures in the euro area 

boosted the growth rate of bank loans by up to 4 percent (=1.70×2.35).  This finding is 

somewhat higher than that obtained by Lenza et al. (2010) who found that non-standard 

measures adopted in the FRFA period increased the growth rate of NFC loans by up to 2 ½ 

percent over the course of two years. 
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5 SIMULATION ANALYSIS 
In this section, we calculate the dynamic implications of non-standard measures on bank loans 

using the model of supply and demand that was estimated in the previous section.  We re-visit 

the supply and demand model from the previous section and simplify it as: 

Supply: 

tt

ttt

RiskLiquiditysBank
RatePolicyRateLoanLoansLoans
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Setting supply equal to demand gives the following reduced form equation for bank loans: 
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As we set the parameter estimates to those obtained in the previous section, we obtain the 

dynamic path for bank loans in response to changes in liquidity risk attributable to non-standard 

measures. For the simulations we use the results from the specification that uses bank funding 

volatility as a measure of bank liquidity risk.26 Table 5 shows the coefficient estimates for the 

reduced form. Note that the increase in loan demand due to higher volatility is higher than the 

decrease in loan supply in both regions, suggesting that the net initial impact of a decline in 

volatility should be contractionary for bank loans.  

Figure 8 shows the results from the simulation exercise. The upper panels show the response of 

bank loans to a one percent decline in volatility for the US and euro area respectively. 

Consistent with our discussion of Table 5, we observe an initial decline in bank loans in both 

regions due to lower demand for bank loans which dominates the offsetting supply effect that 

kicks in in the second period. In the long run, there is a net positive impact on bank loans in 

                                                      
26 This corresponds to Table 1a, column 3 for supply and Table 1b, column 2 for demand for the US and Table 2a, column 3 for 

supply and Table 2b, column 2 for demand for the euro area. 
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both regions where the growth rate of bank loans is about 1/3 of a percentage point higher by 

the end of one year.  

The lower panels in Figure 8 show the impact of a volatility shock on the supply of bank loans 

that is implicit in the upper panels. We observe that the decline in bank liquidity risk, as 

captured by one percent decline in bank funding volatility in the first period, leads to an increase 

in bank loans through lagged volatility channel by up to 2 ½ percent in the US and ½ percent in 

the euro area in the second period. The estimated supply effect is lower for the euro area 

primarily because demand elasticity is lower in this region, which results in a lower coefficient 

associated with lagged volatility ( 3Φ ) in the reduced form as displayed in Table 5. 

When the non-standard measures were introduced, they led to a decline in volatility. The 

simulation exercise suggests that the decline in volatility increased supply but also reduced 

demand for bank credit because the panic subdued and other sources of credit besides bank 

loans became available. Therefore, looking at the immediate decline in bank loans and 

concluding that bank loans declined due to non-standard policy would be the wrong conclusion 

which overlooks the impact of non-standard measures in calming the demand for liquidity 

driven by “animal spirits”. Over time, the decline in volatility resulted in an increase in bank 

loans in both regions. 
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6 CONCLUSIONS 
In response to the 2007 financial crisis, central banks around the world resorted to a variety of 

standard and non-standard measures. A growing number of studies assessed the effects of these 

measures, particularly focusing on the impact on the money markets. It remains difficult to 

know definitively how to identify the policy actions on market rates, in part because the 

counterfactual is impossible to know. Nevertheless, this paper attempts to further the discussion 

by focusing on the bank liquidity risk. Understanding the effect that the facilities had on money 

markets is not the complete story. Given the macroeconomic mandate of central banks, it is 

important to understand if the facilities, by easing conditions in money markets, resulted in 

greater extension of credit to the real side of the economy. Studying that linkage is the main 

contribution of this paper. 

We attempt to contribute to the literature by providing a comparative analysis of the experiences 

of the Fed and the ECB. In particular, we are interested in what effects the bank based non-

standard measures had on bank lending in their respective regions. In order to answer this 

question we take a two-step approach. First, we investigate the relationship between bank 

liquidity risk and bank loans using a simultaneous equation framework, controlling for bank 

recapitalization measures, allowing us to separately model loan demand and supply. Second, we 

estimate the effects of bank based non-standard measures on bank liquidity risk. We find strong 

evidence that the bank based non-standard measures adopted by Fed and ECB eased conditions 

in money markets and that those easier conditions resulted in an increase in business lending by 

banks. The results appear to hold in both the US and the euro area. The estimated impact of non-

standard measures on bank loans is substantially larger in the US. Without the TARP and any 

other measures adopted during that period, C&I loans would have been lower by 23 percent, 

while without the FRFA and the increased LTRO share in the euro area, NFC loans would have 

been lower by 4 percent. As we discussed earlier in the paper, the Federal Reserve made a 

relatively large change to its operational framework with the introduction of the TAF, whereas 

the changes that the ECB made in the overall framework may be seen as relatively minor in the 

early stages of the crisis. In addition, the more comprehensive recapitalization of US banks may 

also play a role in explaining the significant difference in the effectiveness of the non-standard 

measures of either side of the Atlantic. 
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FIGURES AND TABLES 
Figure 1: C &I Loans in the US 

 

The vertical line corresponds to October 2008. 
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Figure 2: Outstanding NFC Loans in the Euro Area 

 
The Vertical line corresponds to October 2008. 
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Figure 3: Bank Loans and Available Credit 

 

240,000

280,000

320,000

360,000

400,000

440,000

90

100

110

120

130

140

I II III IV I II III IV I II III IV I II III IV I II III IV I II III IV I II
2005 2006 2007 2008 2009 2010 2011

NFC Loans (left scale)
Credit Line Index (right scale)

€ billions index

1,000

1,200

1,400

1,600

1,800

6,800

7,200

7,600

8,000

8,400

8,800

9,200

I II III IV I II III IV I II III IV I II III IV I II III IV I II III IV I II
2005 2006 2007 2008 2009 2010 2011

C&I  Loans (left scale)
Lending Capacity (right scale)

$ billions $ billions



38 

Figure 4: CD and Commercial Paper Rates in the US 

 

The vertical line corresponds to October 2008. 
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Figure 5: Deposit and Commercial Paper Rates in the Euro Area 

 

The vertical line corresponds to October 2008.  
The deposit rate is a weighted average of the deposits rates on outstanding amounts placed by NFCs. The deposit shares are from BSI 
statistic. 
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Figure 6: Dynamic Correlations between Growth in Loans and Growth in Lagged IP 

 

Correlations for lags 2-7 are statistically significant for the US while correlations for lags 3-5 are significant for the euro area at 95 
percent level of confidence. 
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Figure 7: Measures of Confidence in the US and Euro Area 
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Figure 8: Simulation Analysis 
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Table 1a: Supply of C&I Loans in the US (2004.02-2011.05) 

Dependent variable:  

Number of observations: 88 

 Variable I II III  IV 
1. Constant 0.09 0.09 0.08 0.07 
  (1.25) (1.18) (1.16) 1.18 
2.  0.67** 0.67** 0.70** 0.68** 
  (8.07) (7.70) (8.20) 9.83 
3.  1.49 1.73* 1.65* -0.07 
  (1.58) (1.67) (1.64) -0.23 
4.  -0.04 -0.05 -0.05 -0.02 
  (-0.88) (-0.97) (-1.16) -0.54 
5. 

tTAFLiabManagedD ).log( +  0.17** 0.17** 0.17** 0.21** 
  (3.55) (3.41) (3.53) 5.96 
6. 

 
-2.5×E-

05** 
-2.3×E-

05** 
-2.6×E-

05** 
-2.2×E-

05** 
  (-3.72) (-3.13) (-3.62) -4.50 
7. 

 -0.60 -0.66 -- -- 
  (-1.43) (-1.43)   
8.  -- -- -3.73** -2.42** 
    (-2.45) -2.12 
9.  -- -10.09 -12.62 -5.34 
   (-1.10) (-1.39) -0.69 
10. F-test of excluded instruments (p-

value) 
16.07 
(0.00) 

16.34 

(0.00) 17.52 
(0.00) -- 

11. Instrument Used  -- 

The loan rate is the rate on outstanding C&I loans (obtained from STBL) in the TSLS specifications (columns 1-3), and the rate on 
outstanding NFC loans in Germany in the last column as an instrument(see section 3.7.1 for reference). 
t-statistics based on Newey-West heteroskedasticity-and autocorrelation consistent standard errors are provided under the coefficient 
estimates. **/* indicates significance at 95/90 percent level of confidence respectively. 
The model is just-identified.  

log( )tD Loans

1log( )tD Loans −

( )t tD Loan rate FFR−

log tD (Res. Liab.)

1( )tCapital Injections −

1( )tD Spread −

1tD(IntradayVolatility) −

1_ tD(EDF NFC) −

tD(Spread)



44 

Table 1b: Demand for C&I Loans in the US (2004.02-2011.05) 

Dependent variable:  

Number of observations: 88 

 Variable I II III 
1. Constant 0.15** 0.16** 0.15** 
  (2.97) (2.62) (2.07) 
2.  0.71** 0.72** 0.67** 
  (9.18) (8.37) (7.32) 
3.  -1.64** -2.54** -2.39 
  (-2.57) (-2.73) (-1.51) 
4. 

9)log( −tIPD  0.11** 0.12** 0.15** 
  (2.49) (2.41) (2.79) 
5. 

tConfConsumerD .)(  -0.01 -0.02* -0.03 
  (-0.95) (-1.88) (-1.40) 
6. 

 1.78** -- -- 
  (7.11)   
7. 

 -- 6.61** -- 
   (5.52)  
8. 

 -- -- 1.44** 
    (2.00) 
9. F-test of excluded instruments (p-value) 10.95 

(0.00) 
11.72 
(0.00) 

12.40 
(0.00) 

10. Instrument Used  
The loan rate is the rate on outstanding C&I loans (obtained from STBL). 
t-statistics based on Newey-West heteroskedasticity-and autocorrelation consistent standard errors are provided under the coefficient 
estimates. **/* indicates significance at 95/90 percent level of confidence respectively. 
The model is just-identified.  

log( )tD Loans

1log( )tD Loans −

( )t tD Loan rate FFR−

tD(Spread)

tD(IntradayVolatility)

nf tD(CP TBill)−

1tD(IntradayVolatility) −
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Table 2a: Supply of NFC Loans in the Euro Area (2004.02-2011.05) 

Dependent variable:  

Number of periods: 86 
Number of cross sections: 9 
Fixed-Effects Model 

 Variable I II III IV 
1. Constant 0.21** 0.21** 0.22** 0.21** 
  (3.74) (3.72) (3.83) (3.63) 
2.  0.29** 0.29** 0.29** 0.29** 
  (2.07) (2.06) (2.06) (2.08) 
3. ).( tt rateDeprateLoanD −  3.85** 3.85** 4.37** 4.22** 
  (4.02) (4.05) (4.66) (2.39) 
4.  0.16** 0.16** 0.17** 0.16** 
  (3.68) (3.69) (3.87) (3.74) 
5. 

tRes.Liab.NonD ).log(  0.08* 0.08* 0.08* 0.08* 
  (1.85) (1.85) (1.79) (1.82) 
6. 

1)( −tInjectionsCapital  0.02** 0.02** 0.02** 0.02** 
  (3.63) (3.88) (2.96) (2.48) 
7. 

 0.19 0.17 -- -- 
  (0.85) (0.66)   
8.  -- -- -2.35* -- 
    (-1.69)  
9. 

1)( −tSpreadSwapD  -- -- -- -0.05 
     -0.09 
10.  -- 0.11 0.28 0.22 
   (0.25) (0.63) 0.41 
11. F-test of excluded instruments (p-value) 27.35 

(0.00) 
29.42 
(0.00) 

34.00 
(0.00) 

15.11 
(0.00) 

12. Instrument Used  
t-statistics based on White period standard errors are provided under the coefficient estimates. **/* indicates significance at 95/90 percent 
level of confidence respectively. 
The model is just-identified 

log( )tD Loans

1log( )tD Loans −

log tD (Res. Liab.)

1( )tD Spread −

1tD(OfferVolatility) −

1_ tD(EDF NFC) −

tD(Spread)
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Table 2b: Demand for NFC Loans in the Euro Area (2004.02-2011.05) 

Dependent variable:  

Number of periods: 86 
Number of cross sections: 9 
Fixed-Effects Model 

 Variable I II III 
1. Constant 0.32** 0.32** 0.32** 
  (3.86) (3.84) (3.81) 
2.  0.33* 0.33** 0.33** 
  (1.92) (1.94) (1.95) 
3. )..( tt BidMinrateLoanD −  -1.14** -0.99** -0.67 
  (-2.33) (-1.94) (-1.44) 
4. 

12)log( −tIPD  0.04** 0.04* 0.04* 
  (1.94) (1.69) (1.88) 
5. 

tConfBusinessD .)(  -0.07** -0.07** -0.06* 
  (-2.14) (-2.44) (-1.86) 
6. 

 0.93** -- -- 
  (3.09)   
7. 

tVolatilityOfferD )(  -- 1.81 -- 
   (1.05)  
8. ).( tt BondGovCPD −  -- -- 0.46** 
    (2.93) 
9. F-test of excluded instruments (p-value) 179.20 

(0.00) 
167.19 
(0.00) 

182.47 
(0.00) 

10. Instrument Used   

t-statistics based on White period standard errors are provided under the coefficient estimates. **/* indicates significance at 95/90 percent 
level of confidence respectively. 
The model is just-identified.

log( )tD Loans

1log( )tD Loans −

tD(Spread)

1tD(OfferVolatility) −
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Table 3: Policy Effectiveness in the US 

  I II III IV 
  

tSpread )(  tVolatilityIntraday )(  
  

Variable 
2004.02-
2011.05 

2007.01-
2009.12 

2004.02-
2011.05 

2007.01-
2009.12 

1. Constant 0.04 -0.01 0.02** 0.05** 
  (1.41) (-0.13) (3.10) (2.19) 

2. 1)( −tSpread  0.63** 0.62** 0.58** 0.53** 
  (15.24) (12.20) (8.99) (12.12) 

3. tCDS)(  0.53** 0.61** 0.12** 0.12** 
  (2.43) (2.34) (2.36) (2.13) 

6. TARP
tD 1−  -0.53** -0.59** -0.14** -0.17** 

  (-2.49) (-2.26) (-2.79) (-3.19) 
7.  0.79 0.75 0.74 0.67 

8. Number of 
observations 

88 36 88 36 

t-statistics based on Newey-West heteroskedasticity-and autocorrelation consistent standard errors under coefficient estimates.**/* 
indicates significance at 95/90 percent level of confidence respectively. 

2R
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Table 4: Policy Effectiveness in the Euro Area 

  I II III IV 
  

tSpread )(  tVolatilityOffer )(  
 

Variable 
2004.02-
2011.05 

2007.01-
2009.12 

2004.02-
2011.05 

2007.01-
2009.12 

1. Constant 0.09 0.25* 0.02** 0.04** 
  (0.84) (1.93) (2.17) (3.33) 

2. 1)( −tSpread  0.94** 0.64** 0.81** 0.62** 
  (12.08) (4.52) (6.44) (3.89) 

3. tCDS)(  0.002* 0.01** 0.00 0.0003** 
  (1.87) (3.02) (1.39) (2.61) 

4. )1()( 1
FRFA

tt DBMAbove −×−  0.00 0.00 0.0003* 0.00 
  (-1.13) (-0.63) (1.90) (1.53) 

5. )1()/( 1
FRFA

tt DTROLTRO −×−  -0.37 -0.83** -0.07* -0.12** 
  (-0.80) (-2.18) (-1.77) (-4.07) 

6.  -0.41 -0.59** -0.03 -0.05** 
  (-1.46) (-3.22) (-1.02) (-2.47) 

7.  0.90 0.89 0.87 0.79 
8. Number of observations 86 36 86 36 
t-statistics based on Newey-West heteroskedasticity-and autocorrelation consistent standard errors under coefficient estimates.**/* 
indicates significance at 95/90 percent level of confidence respectively. 

FRFA
tD 1−

2R
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Table 5: Reduced Form Estimates 

 US Euro Area 

0Φ  0.11 0.30 
1Φ  0.70 0.32 
2Φ  2.60 1.48 
3Φ  -2.26 -0.43 
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APPENDIX: FURTHER ROBUSTNESS CHECKS 
The model for bank loans that we have described with equations (1) and (2) is a simultaneous 

equations model. The main econometric problem with this model is the endogenous nature of the 

loan rate. In order to address this problem we used the pre-determined and exogenous variables in 

the supply equation as instruments in the demand equation and vice versa. An alternative way to 

estimate this model might be to exploit the cross-sectional dimension of our study.  In particular, 

one might argue that the supply of bank loans exceeds national boundaries due to the existence of 

large banks with world-wide presence while the demand for bank loans is more local. As a result, 

one can use the loan rates in euro area as an instrument for the endogenous loan rate in the US (and 

vice versa). The two loan rates are expected to be correlated from the perspective of supply but 

likely exogenous for demand.27 

Because we are primarily interested in how the new instruments affect the supply specification, we 

only report the results for loan supply. The last column in Table 1a shows the results from the least 

squares estimation where the loan rate in Germany is used as an instrument for the C&I loan rate. 

While the interest rate itself is not significant, the results regarding the negative impact of the 

liquidity risk on the loan supply is robust to this alternative specification. A similar exercise for the 

euro area does not yield significant results (not shown). 

                                                      
27  We would like to thank Elizabeth Klee for this suggestion. 
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